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Bandwidth Extension in CMOS with Optimized
On-Chip Inductors

Sunderarajan S. Mohan, Maria del Mar Hershenson, Stephen P. Boyd, and Thomas H. Lee

Abstract—We present a technique for enhancing the bandwidth
of gigahertz broad-band circuitry by using optimized on-chip
spiral inductors as shunt-peaking elements. The series resistance
of the on-chip inductor is incorporated as part of the load resis-
tance to permit a large inductance to be realized with minimum
area and capacitance. Simple, accurate inductance expressions are
used in a lumped circuit inductor model to allow the passive and
active components in the circuit to be simultaneously optimized.
A quick and efficient global optimization method, based on
geometric programming,is discussed. The bandwidth extension
technique is applied in the implementation of a 2.125-Gbaud
preamplifier that employs a common-gate input stage followed
by a cascoded common-source stage. On-chip shunt peaking is
introduced at the dominant pole to improve the overall system
performance, including a 40% increase in the transimpedance.
This implementation achieves a 1.6-k
 transimpedance and
a 0.6- A input-referred current noise, while operating with a
photodiode capacitance of 0.6 pF. A fully differential topology
ensures good substrate and supply noise immunity. The amplifier,
implemented in a triple-metal, single-poly, 14-GHz , 0.5- m
CMOS process, dissipates 225 mW, of which 110 mW is consumed
by the 50-
 output driver stage. The optimized on-chip inductors
consume only 15% of the total area of 0.6 mm2.

Index Terms—CMOS analog integrated circuits, inductors, inte-
grated circuit design, integrated circuit modeling.

I. INTRODUCTION

T HE explosive growth in the commercial wired telecom-
munications market has generated tremendous interest in

low-cost implementations of radio-frequency (RF) broad-band
receivers. The performance of such a receiver's front end is
determined to a large extent by the preamplifier. Traditionally,
this preamplifier has been fabricated in expensive GaAs and
silicon bipolar technologies. However, the quest for low-cost
solutions in the commercial market has spurred a desire to im-
plement RFIC’s in standard CMOS technology. An additional
advantage of these CMOS processes is that they permit the
integration of the analog and digital components, the holy grail
for “system-on-chip” solutions. The performance of CMOS
technologies is improving constantly and consistently, thanks to
the scaling achieved by the highly competitive microprocessor
market. In fact, submicrometer CMOS technologies now
exhibit sufficient performance for radio-frequency applications
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in the 1–2-GHz range. This paper discusses how optimized
on-chip inductors can be used to enhance the bandwidth of
broad-band amplifiers and thereby push the performance
limits of CMOS implementations. An attractive feature of this
technique is that the bandwidth enhancement comes with no
additional power dissipation.

This bandwidth enhancement is achieved by shunt peaking,
a method first used in the 1940’s to extend the bandwidth of
television tubes. Section II describes the fundamentals of this
approach. Section III focuses on how shunt-peaked amplifiers
can be implemented in the integrated circuit environment. A
well-accepted lumped circuit model for a spiral inductor is used
along with recently developed inductance expressions to allow
the inductor modeling to be performed in a standard circuit de-
sign environment such as SPICE. This approach circumvents the
inconvenient, iterative interface between an inductor simulator
and a circuit design tool. Most important, a new design method-
ology is described that yields a large inductance in a small die
area.

The new method is implemented using a simple and efficient
circuit design computer-aided design tool described in Section
IV. This tool is based on geometric programming (GP), a spe-
cial type of optimization problem for which veryefficient global
optimization methods have been developed. An attractive fea-
ture of this technique is that it enables the designer to optimize
passive and active devices simultaneously. This feature allows a
shunt-peaked amplifier with on-chip inductors to be optimized
directly from specifications.

Sections V and VI illustrate how shunt peaking is used to
improve the performance of a transimpedance preamplifier. A
prototype preamplifier, intended for gigabit optical communi-
cation systems, is implemented in a 0.5-m CMOS process.
The use of on-chip shunt peaking permits a 40% increase in the
transimpedance with no additional power dissipation. The op-
timized on-chip inductors only consume 15% of the total chip
area.

Section VII summarizes the main contributions of this paper.

II. SHUNT PEAKING

Although inductors are commonly associated with
narrow-band circuits, they are useful in broad-band cir-
cuits as well. In this section, we study how an inductor can
enhance the bandwidth of a broadband amplifier.

We consider the simple common source amplifier illustrated
in Fig. 1(a). For simplicity, we assume that the small signal
frequency response of this amplifier is determined by a single
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Fig. 1. Shunt peaking a common source amplifier. (a) Simple common
source amplifier and (b) its equivalent small signal model. (c) Common source
amplifier with shunt peaking and (d) its equivalent small signal model.

dominant pole, which is determined solely by the output load
resistance and the load capacitance[Fig. 1(b)]

(1)

The introduction of an inductancein series with the load resis-
tance alters the frequency response of the amplifier [Fig. 1(c)].
This technique, called shunt peaking, enhances the bandwidth
of the amplifier by transforming the frequency response from
that of a single pole to one with two poles and a zero [Fig. 1(d)]

(2)

The poles may or may not be complex (although, they are
complex for practical cases of bandwidth extension). The zero
is determined solely by the time constant and is primarily
responsible for the bandwidth enhancement.

The frequency response of this shunt peaked amplifier is char-
acterized by the ratio of the and time constants. This
ratio is denoted by so that .

Fig. 5 illustrates the frequency response of the shunt-peaked
amplifier for various values of . The case with no shunt
peaking is used as the reference so that its low-fre-
quency gain and its (3-dB bandwidth) are equal to one
( and ). The frequency response is plotted for
the values of listed in Table I [1].

As expected, the 3-dB bandwidth increases asincreases.
The maximum bandwidth is obtained when and
yields an 85% improvement in bandwidth. However, as can be
clearly seen in the magnitude plot, this comes at the cost of sig-
nificant gain peaking. A maximally flat response may be ob-
tained for with a still impressive bandwidth improve-
ment of 72%.

Fig. 2. Frequency response of shunt-peaked cases tabulated in Table 1

TABLE I
PERFORMANCE METRICS FOR SHUNT

PEAKING

Another interesting case occurs when . As seen in
the phase plot, this best approximates a linear phase response
up to the 3-dB bandwidth, which is 60% higher than the
case without shunt peaking. This case, called theoptimum
group delay case,is desirable for optimizing pulse fidelity in
broad-band systems that transmit digital signals and is used in
the prototype preamplifier described in Sections V and VI.
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III. ON-CHIP SHUNT-PEAKING

The nonidealities of on-chip inductors present several
challenges for implementing monolithic gigahertz circuitry. In
shunt-peaking applications, the biggest issue is the reduction
in bandwidth improvement because of the additional parasitic
capacitance introduced by the on-chip inductor. On-chip
inductors are usually realized using bondwires or on-chip
spirals. Although bond wires exhibit much higher quality
factors than spiral inductors, their use is constrained by the
limited range of realizable inductances and large production
fluctuations. Furthermore, the bondpad capacitance associated
with the bondwire can degrade performance. This capacitance
is typically ≈70–200 fF, which is significant for gigahertz
circuitry considering that the maximum realizable inductance
is only ≈4 nH. Thus, although bondwires have been used as
shunt-peaking elements, the net improvement in bandwidth
is only ≈10–15% [2]. Moreover, differential implementa-
tions of shunt-peaked amplifiers experience a degradation in
power-supply rejection ratio (PSRR) because of the inductance
mismatch between the two bondwires.

On the other hand, spiral inductors exhibit good matching and
are therefore suitable for differential architectures. Furthermore,
they permit a large range of inductances to be realized. However,
they possess smaller values and are more difficult to model.

A. Modeling of Spiral Inductors

The inductance as well as the parasitic elements of a spiral
inductor are determined by both the parameters of the inductor
and the process parameters. The geometry of a polygonal spiral
is defined by the following lateral parameters: the outer diam-
eter , the conductor width , the conductor spacing, the
number of turns , and the number of sides in the polygon[3].
While square spirals are the most popular because of
the ease of their layout, hexagonal , octagonal
spirals have also been commonly used [4].

The parasitic elements of an on-chip spiral entail important
engineering tradeoffs. For example, while a largeand a large

are desirable for minimizing the series resistance of a
spiral, a small and a small are required to minimize the
spiral's area (as well as its parasitic capacitance). A small
is also desirable to minimize the resistive loss due to magnetic
coupling to the substrate [5]. Thus, spirals need to be modeled
properly to permit the designer to choose the optimal inductor
for a given application.

While field solvers can model spirals accurately, they are in-
convenient because they cannot be incorporated in a standard
circuit design environment (such as SPICE). Thus, significant
work has gone into modeling spiral inductors using lumped cir-
cuit models [6], [4], [7], [8]. In this paper, we use the simple and
well-accepted lumped model proposed in [6].

Although the parasitic resistors and capacitors in this model
have simple physically intuitive expressions, the inductance
value itself lacks a simple, accurate expression. The inductance
has typically been calculated using the Greenhouse method
[6], [9], [10]. Since this method operates by summing the self

and mutual inductances of the segments of the spiral using the
method of moments, the complexity of the calculation goes
up as the square of the product or the number of sides and the
number of turns. Thus, although the Greenhouse method offers
sufficient accuracy and adequate speed, it cannot provide an
inductor design directly from specifications and is cumbersome
for initial design. We overcome this limitation by using the
simple, analytical inductance expressions described in [11],
which exhibit typical errors of≈2–3% when compared to
experimental data and field solvers. When combined with the
lumped model described in [6], these expressions allow the
engineer to obtain design insight and explore tradeoffs quickly
and easily. Thus, field solvers are now only needed to verify
the final design.

B. Shunt Peaking with Spiral Inductors

In this section, we discuss a new design methodology for in-
tegrated shunt-peaked amplifiers that minimizes the adverse ef-
fects due to the nonidealities of an on-chip spiral.

Fig. 3 illustrates how the inductor can be made irrelevant
by partitioning the total load resistancebetween the inductor's
series resistance and the external resistance, which now
takes on the value of . Now that the series resistance
of the spiral is part of the load, the inductor's turn width
and spacing can be minimized to permit the desired induc-
tance to be realized while minimizing the spiral area and ca-
pacitance. The minimum width is now determined by current
density considerations, while the minimum turn spacingis set
by lithography limitations.

The desired inductance is now a function of both the tran-
sistor's and inductor's parasitics as well as the load capacitance
and external resistance. Thus the optimization of on-chip shunt
peaking requires the simultaneous optimization of passive and
active components. We facilitate this optimization problem by
using the lumped model and inductance expressions discussed
earlier and by using a patterned ground shield (PGS) to elimi-
nate the resistive and capacitive coupling to the substrate [12].
Although magnetic coupling to the substrate still exists (via
eddy currents), it is not significant for frequencies up to 2 GHz
[5], especially since the design methodology described in this
paper allows the area of the spiral to be dramatically reduced.

In many inductor circuits, one terminal of the spiral is con-
nected to incremental ground. In such cases, the spiral (with
PGS) is well represented by the elements within the dashed box
in Fig. 3 [12], [13]. Now, the inductor design problem boils
down to choosing the geometrical parameters of the spiral such
that the desired inductance is obtained while minimizing the
capacitance . The next section discusses the optimization
method used in this process.

IV. OPTIMIZATION VIA GEOMETRIC PROGRAMMING

This section presents an efficient method for the optimal de-
sign and synthesis of RF CMOS inductor circuits. The method
is based ongeometric programming.
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Fig. 3. Shunt peaking with optimized on-chip inductor.

A. Geometric Programming

Let be a real-valued function of real, positive variables
. It is called amonomialfunction if it has the form

where and . A posynomialis a sum ofmonomials.
Thus, for example, is a monomial and

is a posynomial. Posynomials are closed under
sums, products, and nonnegative scaling.

A GP has the form

minimize
subject to

(3)

where are posynomial functions and are monomial func-
tions. If is a posynomial and is a monomial, then the con-
straint can be expressed as (since

is posynomial). From closure under nonnegativity, con-
straints of the form , where , can also be used.
Similarly, if and are both monomial functions, the con-
straint can be expressed as
(since is monomial).

For our purposes, the most important feature of geometric
programs is that they can beglobally solved with great
efficiency. GP solution algorithms also determine whether
the problem is infeasible. Also, the starting point for the
optimization algorithm does not have any effect on the final
solution; indeed, an initial starting point or design is completely
unnecessary. More information on geometric programmming
can be found in [15].

B. Optimization of Inductor Circuits

Several circuit design problems may be posed as geometric
programs [16], [17]. In particular, the design specifications of

inductor circuits can be formulated in a way suitable for geo-
metric programming [13]. For a polygonal spiral with a given
number of sides (which in our case is four), the design vari-
ables that characterize the inductor are , and .
Note that this is a redundant set of variables as

. Some of the design variables are discrete for
practical designs. For example,is restricted to be an integer
multiple of 0.25 for a square spiral. During optimization, we ig-
nore these rounding restrictions and consider the variables to be
continuous. After optimization, the design variables are rounded
to the closest grid point. We have not observed any significant
error because of the rounding operation.

Each element in the inductor's lumped circuit model is a
posynomial function of the design variables and multiplicative
constants (which are determined by the frequency and the
technology). For example, the inductance of the spiral is given
by a monomial expression that has the form [3]

(4)

where the coefficients and are determined by the number
of sides of the polygon. For a square,

and
.

The key to optimizing inductor circuits using geometric pro-
gramming is to formulate the design specifications as monomial
and poynomial functions of the design variables (of the induc-
tors as well as the transistors) in a manner conforming to (3).
Such formulations for a variety of inductor circuits (including
shunt-peaked amplifiers) are presented in [13], [18], and [19]. In
this paper, we outline the optimization methodology and focus
on the circuit implementation details.

V. DESIGN EXAMPLE

This section illustrates how optimized on-chip spiral induc-
tors can improve the performance of a preamplifier intended
for the front end of a gigabit optical system. Fig. 4 shows the
block diagram of a typical optical communication receiver. The
key performance parameters of such a front end are bandwidth,
sensitivity, stability, and dynamic range. The system's band-
width and sensitivity are determined largely by the preampli-
fier ([20]–[22]). While a high bandwidth demands a small input
resistance, good sensitivity requires the resistors in the signal
path to be large in order to minimize thermal noise. Thus, the
preamplifier is typically implemented using a transimpedance
architecture, as it provides a large bandwidth by synthesizing a
small input resistance using a much larger feedback resistor.

A. Transimpedance Limit

Fig. 5(a) illustrates the main elements of a transimpedance
preamplifier. Assuming that the bandwidth of the amplifier is
set by the input pole, we obtain

(5)

where is the 3-dB bandwidth of the circuit, is the input
resistance, and is the total input capacitance.
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Fig. 4. System overview.

is given by

(6)

where is the feedback resistance andis the open-loop
gain of the amplifier. The approximate expression is valid when

.
is given by

(7)

where is the input gate capacitance of the amplifier andis
the sum of the capacitances of the active area of the photo diode
as well as associated parasitic capacitances (arising from bond-
pads, etc.). In GaAs implementations, can be kept small by
integrating the photo diode and the preamplifier on the same die.
In such technologies, a as small as 50 fF is common [23].
Silicon bipolar and CMOS implementations are not so fortu-
nate: a of ≈300–600 fF is typical.

The gain bandwidth product determines the maximum avail-
able gain for a given bandwidth. Denoting the transition fre-
quency as , we relate the gain to the 3-dB bandwidth

(8)

Substituting (6)–(8) into (5), we obtain a maximum achievable
transimpedance

(9)

Noting that the transconductance of the input stage is related
to by , and that for optimum sensitivity

, we conclude that the maximum achievable transimpedance
is determined by the system bandwidth specification, the total
input capacitance, and the process constant.

B. Circumventing the Transimpedance Limit

Fig. 5(b) illustrates a modified preamplifier architecture that
circumvents the transimpedance limit. The transimpedance
stage is decoupled from the photo diode by a common-gate
stage, and the gain-bandwidth product of the transimpedance
stage is enhanced by shunt peaking. Now, the sensitive feed-
back node of the transimpedance stage is more robust as
its poles are not determined by any off-chip components.
Furthermore, the common-gate stage permits the transistors of

Fig. 5. (a) Conventional preamplifier architecture. (b) Modified architecture
with a common-gate stage preceding the shunt-peaked transimpedance stage.

the transimpedance stage to be sized smaller, enabling a higher
transimpedance to be achieved.

Note that the common-gate stage is not necessary to obtain
the benefits of shunt peaking. If desired, one could connect the
photo diode directly to a shunt-peaked transimpedance stage.
Such an implementation is particularly attractive for applica-
tions that demand the best achievable sensitivity for a given
power. However, such an implementation requires the parasitic
impedance of the photo diode to be known so that the tran-
simpedance stage can be sized for optimal performance. The
introduction of the common-gate stage offers an additional de-
gree of flexibility for the designer and permits stable operation
over a wider range of photo-diode capacitances. This is valuable
in cases (such as our prototype) where the capacitance of the
photo-diode structure is not known in advance. The drawback
of the common-gate source is the degradation in the high-fre-
quency noise performance due to the source junction capaci-
tance of the common-gate transistor, an issue that will be ad-
dressed more in Section V-E.

C. Shunt-Peaked Transimpedance Stage

Fig. 6 illustrates the shunt-peaked transimpedance stage. The
cascode eliminates the bandwidth degradation due to the Miller
capacitance of the common-source stage's gate-drain capaci-
tance. This degradation is particularly significant in CMOS cir-
cuits, where the gate-drain capacitance can be as high as one-
third of the gate-source capacitance. The cascode also enhances
the overall gain by increasing the stage's output impedance.

The dominant pole in the amplifier occurs at the drain of the
cascode transistor. The bandwidth of the amplifier is improved
by applying shunt peaking at this node. The inductors, resistors,
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Fig. 6. Shunt-peaked transimpedance stage.

and transistors are sized for optimum group delay over the signal
bandwidth. The design methodology can be summarized as fol-
lows:

1) Design and optimize transimpedance stage for desired
signal bandwidth without shunt peaking.

2) Design optimal spiral inductor:

a) use transistor current and interconnect current den-
sity specification to determine inductor's turn width

;
b) determine minimum turn spacingfrom process

specifications;
c) choose number of turns and outer diameter

to realize optimum while minimizing parasitic
capacitance and area.

3) Increase the transimpedance resistanceand the total
load resistance .

In a manual design process, a few iterations may be required
over these steps to arrive at the optimal design. This is because
the presence of feedback, along with the presence of inductor
and transistor parasitics, results in a more complex frequency
response compared to the single-zero, double-pole system
described earlier. Nevertheless, the simple treatment discussed
earlier serves as an excellent starting point and permits the
engineer to rapidly converge upon the final design.

The availability of a lumped inductor model (with analytical
expressions for all elements including the inductance) and the
use of geometric programming allows this entire design and op-
timization process to be automated so that no iteration is needed
on the part of the designer. The geometric programming ap-
proach enables all three of the above steps to be accomplished si-
multaneously (with a few simplifying approximations), thereby
yielding a globally optimal solution very quickly.

In our case, this optimization method allowed a 20-nH in-
ductor to be realized with an outer diameter of only 180µm.
This inductor had 11.75 turns, a width of 3.2µm, and a spacing

of 2.1 µm, and was implemented on the third (top) metal layer
with thickness 2.1µm. The shunt peaking yielded a 40% in-
crease in the transimpedance of this stage (for a fixed signal
bandwidth) with no additional power dissipation. Alternatively,
the shunt peaking could have been used to increase the signal
bandwidth for a fixed transimpedance.

D. Differential Architecture

Compared to differential architectures, single-ended archi-
tectures consume less power, take up less die area, and exhibit
better noise performance. However, at high frequencies, they
are susceptible to supply noise and are plagued by stability
problems stemming from parasitic feedback paths. By pro-
viding good common-mode rejection, differential architectures
circumvent these disadvantages, and are therefore preferred
in systems where the integration of the analog and digital
functions is the ultimate goal. In keeping with this premise,
the architecture described here is fully differential and pro-
vides complementary outputs, which is a necessity given that
high-speed digital and clocking circuitry operate in differential
mode.

Fig. 7 shows the schematic of the complete prototype
preamplifier. The common-gate (CG) stage is followed by the
common-source (CS) transimpedance stage, whose output goes
to a source follower that buffers the output driver. The output
driver is only needed for testing purposes and is not needed nor
desired in a system where the analog and digital components of
a receiver are integrated.

The chip consumes a total of 225 mW, of which the 50-
output driver consumes 110 mW. For optimum sensitivity, the
total power consumption of the common-gate and common-
source stages is roughly proportional to the photo-diode capac-
itance. This preamplifier has been designed to operate with an
external capacitance as large as 600 fF. The need to support such
a large capacitance arises because the photo diodes are external
to the chip with correspondingly large bondpad capacitances.
Recent research has explored flip-chip bonding techniques for
reducing the capacitance loading of the front end to less than
100 fF. Such a low input capacitance would permit a higher
input impedance and therefore allow smaller devices to be used
throughout the preamplifier, resulting in a substantial power
saving, while retaining the same bandwidth and improving sen-
sitivity. Alternatively, the reduced capacitance would allow the
design of preamplifiers with increased bandwidth supporting
faster baud rates.

E. Noise Considerations

The sensitivity of the preamplifier is usually expressed as the
equivalent integrated input-referred current noise density. Sig-
nificant work has gone into deriving the minimum noise con-
ditions for conventional optical preamplifiers [20], [24]. Some
studies have also investigated how inductors can increase the
sensitivity of optical preamplifiers implemented in GaAs [21].

The noise performance of the CG input stage followed by
the CS transimpedance stage has been studied in GaAs HBT
and BiCMOS processes [25]. Although a simulation involving
a single-ended CMOS version was reported, it ignored the ef-
fects of the source and drain junction capacitances and did not
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consider the impact of short-channel effects on small signal be-
havior and noise [26].

Junction capacitances in submicrometer CMOS processes
are comparable to the gate capacitances and therefore sig-
nificantly influence both noise behavior and bandwidth. A
rigorous analysis that includes the impact of the junction
capacitances and short-channel behavior yields two condi-
tions for a noise optimum. First, the saturation-mode gate
capacitance of the common-source stage must equal the sat-
uration-mode drain capacitance of the common-gate stage so
that . Second, the satura-
tion-mode input capacitance of the common-gate stage (which
is the gate-source capacitance plus the source-substrate
capacitance ) must equal , where .
is a function of both devices' , their coefficients of channel
thermal noise , and their ratios of junction capacitance to
gate capacitance, all of which are bias dependent. For a typical
CMOS device in saturation, is around three to four
times as big as , and therefore the common-source
stage can now be sized smaller, allowing a corresponding
increase in the feedback resistance and a dramatic decrease in
power consumption, while retaining the same device. The
buffer stage that follows the common-source stage can also be
sized smaller, as can the width of all the interconnects, resulting
in a smaller die area. The transconductance of the common-gate
stage only needs to be large enough to ensure that the input
pole is nondominant, enabling the power consumption of the
first stage to be small.

The introduction of the common-gate stage introduces three
new noise sources: the thermal noise of the source resistor, the
thermal noise of the drain resistor, and the thermal channel noise
of the common-gate transistor. Of these terms, careful design
ensures that the resistors are made large enough so as not to
significantly affect the noise performance. The thermal channel
noises of the common-gate and common-source devices are re-
flected at the input by equivalent current noise spectral densi-
ties proportional to the square of the frequency. When integrated
over frequency, these thermal channel noise terms dominate, a
behavior typical of short-channel CMOS processes, where car-
rier velocity saturation conditions cause thermal channel noise
to increase due to excess noise stemming from hot electron
effects [27]. Balancing that degradation is the continuing re-
duction in gate length delivered by higher CMOS devices,
thereby improving noise performance. However, carrier velocity
saturation causes the small signal transconductance (and) to
be smaller than that predicted by long-channel (square-law) ap-
proximations.

VI. L AYOUT AND EXPERIMENTAL DETAILS

As shown in the die photo (Fig. 8), the chip area is domi-
nated by the passive components, which is typical of RFIC’s.
However, the two inductors combine for less than 15% of the
total area, thanks to the optimized shunt-peaking technique de-
scribed in the earlier sections. A patterned ground shield is used
beneath the inductors to reduce substrate coupling [12]. Differ-
ential symmetry and cross quad layout are used to ensure max-
imum matching, thereby reducing common-mode noise and sys-

Fig. 7. Simplified circuit diagram.

Fig. 8. Preamplifier die photo.

Fig. 9. Simulated and measured one-port impedance of the spiral inductor used
for shunt peaking:d = 180 �m, n = 11:75 turns,w = 3:2 �m, s =

2:1 �m, andt = 2:1 �m with L = 20 nH:

tematic offset. On-chip capacitance of 16 pF is used to provide
supply decoupling. Several substrate contacts, placed around the
transistors, minimize source inductance. The floor plan keeps
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Fig. 10. Simulated transimpedance versus frequency.

the sensitive input bondpads as far away from the other pads as
possible.

The -parameters of the inductor were measured using
coplanar ground-signal-ground (GSG) probes and an open cal-
ibration structure. The inductance and the one-port impedance
(which is the relevant measure in our amplifier) were extracted
from these measurements.

As shown in Fig. 9, good agreement between the prediction of
the lumped circuit inductor model and measured data is obtained
for the equivalent one-port impedance of the spiral inductor used
for shunt peaking. In particular, we note that the measured in-
ductance of 20.5 nH matches the 20.3-nH value predicted by our
simple inductance expressions to within a 1% error.

Fig. 10 shows the preamplifier's simulated transimpedance
versus frequency for photo-diode capacitances varying from
100 to 700 fF. As can be seen, the 3-dB bandwidth is around
1.2 GHz and only weakly dependent on the photo-diode ca-
pacitance. Maximum gain peaking is 1 dB. These simulations
are run with the output driving a 50- resistance and 1-pF
capacitance.

Fig. 11(a) and (b) displays the measured single-sided output
eye diagrams for operation at 2.1 and 1.6 Gbaud, respectively.
An open eye is obtained for single-sided output voltages ex-
tending from 4 to 500 mV. Table II summarizes the performance
of the prototype chip.

VII. CONCLUSION

This paper presented an area- and power-efficient technique
for boosting the bandwidth of broad-band systems using opti-
mized on-chip inductors as shunt-peaking elements. Simple, ac-
curate inductance expressions were used in a lumped circuit in-
ductor model to facilitate circuit design. The analytical expres-
sions of this inductor model permitted inductor circuit problems

Fig. 11. Measured output eye diagrams at (a) 2.1 and (b) 1.6 Gbaud.

to be posed asgeometric programsso that globally optimal so-
lutions could be obtained easily, with no iteration needed on the
part of the designer.
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TABLE II
PERFORMANCESUMMARY

These bandwidth extension and circuit optimization tech-
niques were applied in the implementation of a 2.125-Gbaud,
1.6-k differential transimpedance preamplifier with an
equivalent input current noise of 0.6A. The chip has a die
area of 0.6 mm, of which less than 15% is consumed by the
two inductors. Designed in a triple-metal, single-poly, 0.5-µm
CMOS process, this chip was intended as a test vehicle to
demonstrate how on-chip bandwidth extension techniques can
push the limits of low-cost CMOS processes. To the best of the
authors' knowledge, this chip is the first CMOS amplifier to use
on-chip planar, spiral inductors for bandwidth enhancement.
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